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Abstract. We present a novel deconvolution approach to accurately restore piecewise smooth signals from blurred data. The first stage uses Higher Order Total Variation restorations to obtain an estimate of the location of jump discontinuities from the blurred data. In the second stage the estimated jump locations are used to determine the local orders of a Variable Order Total Variation restoration. The method replaces the first order derivative approximation used in standard Total Variation by a variable order derivative operator. Smooth segments as well as jump discontinuities are restored while the staircase effect typical for standard first order Total Variation regularization is avoided. As compared to first order Total Variation, signal restorations are more accurate representations of the true signal, as measured in a relative $l^2$ norm. The method can also be used to obtain an accurate estimation of the locations and sizes of the true jump discontinuities. The approach is independent of the algorithm used for the standard Total Variation problem and is, consequently, readily incorporated in existing Total Variation restoration codes.

1. Introduction. The accurate identification and quantification of physical structures in signals, from small to large scales, presents a number of challenges which are dependent on the data acquisition and reconstruction architectures. Whereas an underlying signal of interest may contain jump discontinuities, its recorded or reconstructed data is usually contaminated by both blur and noise. In restoring the original signal it is important to retain or determine its original properties. The edges and inherently smooth regions should be preserved, while the jump discontinuities that separate smooth regions should be identified.

Signal deblurring and edge detection are typically addressed independently. For example, in standard image deblurring for given recorded data and a known Point Spread Function (PSF), or blurring kernel, restoration of the signal subject to First Order Total Variation (FOTV) regularized deconvolution leads to preservation of the edges [9, 25, 18, 33]. But because the method relies on the assumption that the underlying signal consists of piecewise constant components, the restored signal also exhibits many false jump discontinuities (edges); the so-called staircase effect. On the other hand, high accuracy detection of edges in unblurred signals has been addressed separately, e.g. by the polynomial annihilation edge detection method in [2] or by renormalized local (undivided) differences in [12]. By combining edge detection and Total Variation (TV) regularized deconvolution, the method we propose here seeks to reduce the staircase effect while also accurately detecting true jump discontinuities. Different approaches for minimizing the staircase effect using a TV type framework are discussed in e.g. [4] and [7]. Other approaches to represent signals with edges in a framework based on the generalization of wavelet transforms can be found in [19, 1, 22].

The main idea of our new approach is to replace the linear first order derivative operator used in FOTV by a linear variable order difference operator. The variable order difference operator applies different order undivided differences to the signal depending on the locations of jump discontinuities. The resulting numerical optimization problem can be solved using standard numerical methods. There are two separate stages, in the first stage jump discontinuity locations are estimated using multiple Higher Order Total Variation (HOTV) restorations of the blurred signal. Restorations, which are piecewise polynomials, are combined using the minmod limiter [20, 12]. In the second stage, the estimate of the locations of the edges is used to select the order for a Variable Order Total Variation (VOTV) regularized deconvolution. The resulting deblurring algorithm better preserves the smooth regions of a restored signal as compared to the standard FOTV regularized deconvolution, and also provides a much better approximation of the jump function of the signal. Numerical experiments demonstrate the performance of the method for different PSFs which determine the kind and degree of blurring in the signal. We add enough noise such that the unregularized restoration is completely dominated by noise. Edge detection, which is needed in the first
stage, can be challenging under realistic noise conditions even when blurring is not introduced [26]. The stability of our proposed method under higher noise levels will be carefully examined in the future. Here we are mainly concerned with the introduction of this new regularization technique.

The paper is structured as follows: FOTV regularization is reviewed in Section 2.1 and important relevant results from [12] and [2] that lead to development of linear variable-order local difference operators used for edge detection are summarized in Section 2.2. These variable-order difference operators are used for regularized deconvolution in Section 3. Performance of the algorithm for various blurs and with respect to different parameters is discussed in Section 3.3. We conclude, in Section 4, that the method provides a novel approach for simultaneously handling edge detection and deblurring. It will therefore lead to improved feature extraction from blurred signals.

2. Signal Restoration and Edge Detection.

2.1. First Order Total Variation. We suppose that the given signal $g = f \ast h + n$ is a blurred and noisy version of the unknown true signal $f$, where $\ast$ is the convolution operator, $h$ is the Spatially Invariant Point Spread Function (SIPSF) which describes the blurring of $f$, and $n$ is noise. The convolution operator can be defined for periodic, zero, or constant boundary conditions. We assume periodic boundary conditions without loss of generality. An approximation to $f$ can be obtained as a solution of the variational problem, for example see [18, 33],

$$
\min_{\hat{f}} \left\{ \text{Fid}_h(\hat{f}, g) + \lambda \text{Reg}(\hat{f}) \right\}.
$$

(2.1)

$\text{Fid}_h(\hat{f}, g)$ is the data-fidelity, or fit-to-data, term which measures how well $\hat{f}$ fits signal $g$ for given PSF $h$, here estimated using the Least Squares (LS) fit,

$$
\text{Fid}_h(\hat{f}, g) = \| \hat{f} \ast h - g \|^2_2.
$$

(2.2)

The regularization term $\text{Reg}(\hat{f})$ serves to penalize high noise solutions and to restrict the solution space to the desired class of functions, e.g. piecewise constant or piecewise smooth. A popular choice uses the semi-norm

$$
\text{Reg}(\hat{f}) = TV(\hat{f}) = \| L \hat{f} \|_1,
$$

(2.3)

where $L$ is a discrete differentiation operator, usually a first-order Finite Difference (FD) approximation of the first derivative [33, 18, 13]. The choice of the regularization parameter $\lambda$, which depends on the noise level and governs how much regularization will be applied, is not a focus of this paper, but is still an active field of research, e.g. [21, 23, 28, 29].

The variational problem (2.1) using (2.2) and (2.3) is a convex optimization problem and can be solved by a number of algorithms. In the stated form (2.1) it can be solved by e.g. the continuation method in [34], or by quasi-Newton methods if (2.3) is replaced by

$$
\text{Reg}(\hat{f}, \beta) = \sum_i \sqrt{(L \hat{f})_i^2 + \beta^2},
$$

(2.4)

with small $\beta > 0$. Alternatively (2.1) can be reformulated as a Second Order Cone Program (SOCP):

$$
\min_w \sum_{i=1}^n w_i \text{ subject to } \left\{ \begin{array}{l}
\text{Fid}(\hat{f}, g) \leq \sigma \\
|(L \hat{f})_i| \leq w_i
\end{array} \right.,
$$

(2.5)

where the bound constraint on $L \hat{f}$ is the so called cone condition and $\sigma$ is related to $\lambda$ by the Karush-Kuhn-Tucker (KKT) condition (see [24, Chapter 12]). Barrier function methods or dual interior point methods [14, 16, 17, 31, 32] can be used to solve (2.5). The results in this paper, however, do not depend on the chosen method.
Fig. 2.1. In (b) the piecewise smooth test function is contaminated by blurring with the Gaussian of 9 pixels Full Width at Half Maximum (FWHM), illustrated in (a). Panel (c) shows the result of the FOTV restoration with $\lambda = 10^{-3}$, which yields an $L^2$ error of 0.083. The edges are mostly preserved but the smooth regions are approximated by the typical piecewise constant staircases.

It is known that minimization with respect to the $L^1$ norm yields a sparse solution with very high probability [5, 6]. For the $L^1$ norm of the FOTV, therefore, the derivative of the solution will be zero except at isolated points. In particular, the solution itself will be piecewise constant and smooth regions will be approximated by a staircase function. Equivalently, (2.3) is only a good choice if the signal to be restored is piecewise constant. The staircase effect is illustrated in Figure 2.1, in which the restored signal, obtained from the blurred piecewise smooth test function, exhibits false jump discontinuities. FOTV solutions can be piecewise smooth, in particular when very low noise levels are assumed. The problem of staircasing increases with the noise level and the ill-posedness of the problem, [4, 8].

In order to reduce the staircase effect we propose to find an alternative operator $L$ to use in the regularization such that the resulting restorations still maintain the property of sparseness for piecewise smooth signals, while also correctly identifying jump locations. In particular we replace the operator $L$ in (2.3) by an approximation of the jump function, defined in Section 2.2, such that $LF$ is sparse for piecewise smooth functions. In the next section we review the method in [12] used to approximate jump functions for functional data only given on discrete grid points.

2.2. Local detection of edges using local (undivided) differences. The jump function of a piecewise smooth $f(x)$ is defined by

$$[f](x) = f(x^+) - f(x^-),$$

where $x^+$ and $x^-$ are the well defined right and left hand limits at a point $x$, respectively. It is identically zero, $[f](x) = 0$, on intervals where $f$ is smooth. Scaled local difference operators as described in [2, 12] are linear translation-invariant operators approximating $[f](x)$, for functions defined on a discrete grid that effectively separate jump discontinuities of $f(x)$ from regions where $f(x)$ is smooth.

It suffices for our deconvolution application to assume that $f(x)$ is sampled at equally spaced points with spacing $\Delta x$. Suppose that $S_x := \{x_1, \ldots x_{m+1}\}$ is an ordered stencil, $x_j = x_{j-1} + \Delta x$, such that $x_1 < x < x_{m+1}$. The local difference operator of order $m$ at $x$ is defined by

$$\Delta^m_{S_x} f(x) = \sum_{x_k \in S_x} c_{m,k} f(x_k),$$

where the coefficients $c_{m,k}$ are given by

$$c_{m,k} = -\frac{m!}{\prod_{j=1,k\neq j}^{m+1}(k - j)},$$

with $n = \Delta x^{-1}$. Figure 2.2 illustrates the jump function and scaled local differences for $m = 1, 2, 3$. For $m = 1$ the operator $\Delta^1_{S_x}$ is a standard gradient, for $m = 2$ the operator $\Delta^2_{S_x}$ is called the second difference, and for $m = 3$ the operator $\Delta^3_{S_x}$ is called the third difference.
and only depend on the size of the stencil but not on the reconstruction point \( x \). These operators, normalized to appropriate size, are shown to converge to the jump function (2.6) with order \( m \) away from the jumps and order one at the jump, in particular

\[
\lim_{m \to \infty} q_m \Delta^m_{S_x} f(x) = [f](x)
\]

(2.9)

holds, with \( q_m \) chosen such that the height of the jump is preserved. Details and an explicit formulation of \( q_m \) can be found in [2, 12]. Here we are concerned with the locations of the jumps but not their heights.

Now assume a periodic extension of the function \( f(x) \) defined on the bounded domain \( \Omega = [a, b] \) and the discrete sampling \( f_j = f(x_j) \) at the grid points, \( \{x_j\}, j = 1 : N \), yielding vector \( f \in \mathbb{R}^N \). With the convention that the \( j \)th value of the vector resulting from applying the difference operator (2.7) to \( f \) corresponds to the interval between the grid points \( x_j \) and \( x_{j+1} \), the operator \( \Delta^m_{S_x} \) in (2.7) is a convolution operator. For any point \( x \) there are \( m \) possible choices for stencils \( S_x \) around \( x \) using \( m + 1 \) points for which the \( m \)th order local difference operator can be defined. Algorithms for the automatic determination of the stencil for each point do exist\(^3\) but are inherently nonlinear and are not suitable for replacing \( L \) in (2.1) or (2.5). Here we use instead a linear operator which is the matrix equivalent of (2.7). The resulting convolution operator with SIPSF can be represented by the \( N \times N \) Toeplitz-matrix:

\[
(L^m_i f)_j = \sum_{k=1}^{m+1} c_{m,k} f(x_{j-i+k}) = \Delta^m_{S_x} f(\frac{x_j + x_{j+1}}{2}) = \Delta^m_{S_x} f(x_{j+1/2}).
\]

(2.10)

For \( i = 1, \ldots, m \), \( x \) lies in the interval \([x_i, x_{i+1}]\), such that \( i \) points of the stencil lie to the left of each reconstruction point \( x \) and \( m - i \) points lie to the right. We note that different choices of \( i \) result in the same weights for the nodes \( x_1, \ldots, x_{m+1} \), thus \( L^m_{i+1} \) can be constructed from \( L^m_i \) by circular shifting the rows to the left by one entry. We drop the index \( i \) for odd order \( m = 2l + 1 \) and the stencil \( S_x \) is chosen such that \( x_l < x < x_{l+1} \), i.e. \( L^m := L^m_{(m+1)/2} \). Examples are

\[
L^1 = \begin{pmatrix}
1 & -1 & & & \\
1 & -1 & & & \\
& & \ddots & & \\
& & & & 1
\end{pmatrix},
\]

\[
L^3 = \begin{pmatrix}
3 & -3 & 1 & & & -1 \\
-1 & 3 & -3 & 1 & & \\
& & \ddots & & & \\
& & & \ddots & & \\
& & & & 1 & -1 & 3 & -3 \\
-3 & 1 & & & & 1 & -3 & 3
\end{pmatrix}.
\]

(2.11)

Further, we note that if \( f^{(m)}(\xi) \) exists, and \( x_l < \xi, x < x_{l+1} \), then

\[
\Delta^m_{S_x} f(x) = (\Delta x)^m f^{(m)}(\xi),
\]

(2.12)

and \( L^m \) can also be computed as a re-normalized FD approximation of the \( m \)th order derivative of \( f \). A general method to compute these FD approximations can be found in [11]. A more general approach to edge detection using polynomial annihilation edge detectors can be found in [2]. In our application, however, it is more intuitive to consider the local difference operators given by (2.7). The impact of two different choices for the stencil is illustrated in Figure 2.2. Notice that the jump heights are correctly estimated in (a) for \( L^1 \), but that the jump function is nonzero in smooth regions with non-zero gradients. On the other hand, in (b), the jump function approximation is almost zero in smooth regions, but oscillates around the jump discontinuities. The jump height is preserved if an appropriate constant \( q_{m,i} \), similar to \( q_m \) in (2.9), is chosen\(^4\). The oscillations around the jump discontinuities for larger \( m \) can be understood as a consequence

---

\(^2\)The coefficients \( c_{m,k} \) depend on \( x \) when non-equally spaced points are used, see [2].

\(^3\)See e.g. [27]

\(^4\)A formula for \( q_{m,i} \) can be found in [2, 12], but is of no consequence for the numerical results in this paper.
Fig. 2.2. Jump function estimates for a test function (thin light, blue online) with several jump discontinuities and different gradients in the smooth regions. The low order method, $L^1$, panel (a), has no oscillations around the edges but is non-zero in the smooth regions with non-zero gradient. The higher-order method, $L^3$, scaled to preserve the height of the jump by $q_{3,2} = 1/2$, panel (b), has oscillations around the jump discontinuities but is almost zero in the smooth regions.

of the larger support of the convolution kernel of higher-order methods. For example, assume we want to compute the value of the jump function of the Heaviside step function on a discrete regular grid $h_j = \{0 \text{ for } j \leq 0, 1 \text{ for } j > 0\}$.

The true jump function is

$$ [h](x_{j+1/2}) = \begin{cases} 0 & \text{for } j < 0 \text{ and } j > 0 \\ 1 & \text{for } j = 0 \end{cases} ,$$

and in approximating $[h](x_{-1/2})$ using $q_{1,1}L^1$ and $q_{3,2}L^3$, it is easy to see that $L^1$ correctly gives 0 while $L^3$ does not because the convolution kernel crosses over the jump discontinuity, i.e., its support is too large. A general discussion on the convergence of edge detectors based on local difference operators can be found in [12].

2.3. The minmod limiter and a variable order edge detector. To overcome the problem of oscillations around the jump discontinuity the minmod limiter can be applied to the jump function approximations $q_{m,i}L^m_i f$ [12]. The idea is to compare results for different orders at a particular point $x$ and define

$$(L_{\text{minmod}}^m f)_j = \text{minmod}\{(q_{m,i}L^m_i f)_j, \text{ for all pairs } (m, i)\},$$

with

$$\text{minmod}\{a_1, a_2, \ldots, a_n\} := \begin{cases} s \cdot \min(|a_1|, |a_2|, \ldots, |a_n|) & \text{if } \text{sgn}(a_1) = \cdots = \text{sgn}(a_n) := s \\ 0 & \text{otherwise} \end{cases} ,$$

see [2].

Most of the oscillations in the neighborhood of a jump are eliminated, as is demonstrated in Figure 2.3(a), for the minmod limiter taken over all stencils up to order $m = 5$. On the other hand, due to its inherent nonlinearity the minmod operation is not well suited for incorporation as a regularization term in the deconvolution and an alternative formulation is needed.

Assuming the locations of the jump discontinuities are known, or can be estimated for example by the minmod limiter in a reprocessing phase, the formation of oscillations around the jump discontinuities
can also be avoided by using an $x$-dependent order $m(x)$. By choosing $m = 1$ at the jump discontinuities and increasing the order away from the jump discontinuities, the advantages of higher-order methods can be exploited without the formation of oscillations around the jump discontinuities. The stencil around the restoration point is chosen such that it does not overlap with the jump discontinuities and is of order $m(x) = \frac{d(x_{j+1/2})}{\Delta x} + 1$, where

$$d(x) = \min\{|x - y| : y \in J\}, \quad (2.15)$$

and $J = \{x : [f](x) \neq 0\}$. For example, a portion of a variable order local difference operator $L_{i(x)} m(x)$ might be

$$L_{i(x)} m(x) = \begin{bmatrix} 1 & -3 & 3 & -1 & \vdots & \vdots \\ -1 & 2 & -1 & \vdots & -1 & 2 & -1 \\ 1 & -1 & -1 & \vdots & -1 & 3 & -3 & 1 \end{bmatrix}, \quad (2.16)$$

where $i(x)$ is chosen such that stencils of order $m > 1$ do not cross jump discontinuities and we drop $i(x)$ for the rest of this paper. The resulting jump detector $L m(x)$ is now a convolution operator with a Spatially Variant Point Spread Function (SVPSF), whose values are computed by (2.8). It converges to the jump function (2.6) as $N \to \infty$ only for the class of functions that have jump discontinuities at $x \in J$. Unlike minmod alone, the edge detector $L m(x)$ is a linear operator which ensures that (2.3) remains convex and can be formulated as a SOCP when $L$ is replaced by $L m(x)$ in the regularization term of the deconvolution. The result of using the SVPSF edge detector is shown in Figure 2.3(b), which illustrates the use of the variable-order edge detector with increasing order away from the jump discontinuities up to order $m = 5$, and demonstrates that the oscillations around the jump discontinuities are avoided.

Algorithm 1 summarizes the procedure for the construction of a variable-order edge detector for uncontaminated signals.

Algorithm 1

(* linear higher-order edge detectors *)

1. Given piecewise smooth function sampled on regular grid $f_i := f(x_j), x_j \in S$, order $m$ and threshold $\theta$
2. Compute jump function approximation $L_{\text{minmod}} f$ by (2.13)
3. Compute SVPSF edge detector matrix $L m(x)$ using jump locations given by $J = \{x_{j+1/2} : |(L_{\text{minmod}} f)_j| > \theta\}$

3. Signal deconvolution using regularization with higher-order TV. Equipped with a linear SVPSF, and prior knowledge of the edge locations in the signal, the FOTV operator $L = L^1$ in the regularization term can be replaced by the scaled variable-order edge detector $L m(x)$ as

$$\text{Reg}(\hat{f}) = \| \text{diag}(C m(x)) L m(x) \hat{f} \|_1, \quad (3.1)$$

where we allow an order dependent scaling by constants $C_1, \ldots, C_{m_{\max}}$ which we will specify later. Note that if $\text{diag}(C m(x)) L m(x)$ is used for edge detection, then $C_1 = 1$ ensures that $(\text{diag}(C m(x)) L m(x)) \hat{f}$ converges to $[f](x)$ as $N \to \infty$. The cost functional (2.1) using the linear operator (3.1) is still a SOCP and can be solved as before using standard SOCP solvers.

3.1. Edge location detection in blurred data using HOTV restorations. Generally there is no a priori knowledge of the edge locations but $L$ can be replaced by any local difference operator $L^m_i$, thus maintaining the use of the SOCP algorithm and resulting in HOTV regularization.

Note 1. The discrete restoration $f_m \in \mathbb{R}^N$ obtained using $L^m_i$ in (2.5) or (2.1) is independent of $i$ due to the shift invariance of $\| \cdot \|_1$ and is asymptotically, as $N \to \infty$, a piecewise polynomial of degree $m - 1$, with $m - 2$ continuous derivatives if $m > 1$, and jump discontinuities in the derivative of order $m - 1$. The
Fig. 2.3. The \textit{minmod} method and the variable-order method are both able to greatly reduce the oscillations around the jump discontinuities, as compared to the examples illustrated in Figure 2.2.

Fig. 3.1. Different stencils are used to restore the test function (light, blue online) in (a) and (c). Panel (a) shows the second order restoration. The contact points between the polynomial segments (light dots, red dots online) move away from the jump location with increasing $\lambda$. The jump function approximation in panel (b) also illustrates this behavior. Dark colors correspond to small $\lambda$, light colors to large $\lambda$. Panel (c) shows a third order restoration for increasing $\lambda$, one of the contact points between the parabola segments lies at the position of the jump for all choices of $\lambda$. Panel (d) shows the jump function approximation using different third order stencils: $L_3^1 = L_3^3$, $L_3^2 = L_3^3$. These figures suggests that, of those illustrated here, the correct jump location is only provided by $L_3^2 = L_3^3$. 
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The derivative of order $m$ of $f_m$ is only defined as a distribution with bounded $L^1$-norm and can be expressed as a weighted sum of delta distributions centered at the locations of the contact points of the polynomial segments. The locations of the contact points are dynamically determined by the minimization of (2.1) and are thus dependent on $\lambda$. Larger $\lambda$ result in smaller $L^1$-norms of the $m^{th}$ derivative with fewer delta distributions composing $f_m^{(m)}(x)$. For a finite grid $(L_i^m f_m)_j \neq 0$ for $j \in J$ with $\#J << N$, where $\#J$ is the cardinality of the set $J$.

**Example 1.** $m = 1$ (FOTV): FOTV restorations are piecewise constant with sparse derivatives while jump discontinuities in the original signal are preserved, i.e. there is a contact point of the piecewise constant segments at the location of the jump for small enough $\lambda$ [30]. The locations of other contact points depend on the choice of $\lambda$.

**Example 2.** $m = 2$ (second order TV): Consider the function in Figure 3.2 (a) which is approximated by piecewise polynomials of degree 1 that minimize (2.1) with $L = L_1^2$. The restoration $f_2$ has a sparse second derivative, which satisfies $\|f_2^{(2)}\|_1 < \infty$, thus $f_2$ is continuous with a piecewise constant first derivative. The jump in the original signal is approximated by a line crossing the jump discontinuity, as illustrated in Figure 3.1 (a) for different values of $\lambda$. The locations of the contact points between the line segments move away from the jump location with increasing $\lambda$ because sharper angles between the line segments result in a larger regularization term in (2.1). Figure 3.1 (b) shows $L_1^3 f_2$ and $L_2^3 f_2$ which result from the two possible stencils for $m = 2$. Both $L_1^3$ and $L_2^3$ identify the non-zero second derivative that is expected from the asymptotic solution described in Note 1. Because the solution is computed on grid points the location of the jump discontinuity is only identified up to an one pixel shift which results from the shift in the stencil between $L_1^3$ and $L_2^3$.

**Example 3.** $m = 3$ (third order TV): Now consider the test function which is approximated by piecewise polynomials of degree 2, for which the jump is best approximated by two parabola branches connected at the location of the jump, see Figure 3.1 (c). The three possible stencils for $L_3^3$, $i = 1, 2, 3$, identify the non-zero 3rd derivative, expected from the asymptotic solution described in Note 1, again up to the shift in the stencil.

The examples above show that the locations of the contact points can be used to identify the locations of the jump discontinuities in the signal for both $m = 1$ and $m = 3$ but not $m = 2$. In Appendix A we formulate the problem of approximating a step function with polynomial segments. The solutions suggest that even order polynomial approximations have minimal $L^2$-norm if the contact point of the piecewise polynomial segments is placed at the position of the step. We conclude that we can utilize the locations of contact points of odd order restorations $f_m$ using an approximation of $f_m^{(m)}$ with centered stencils to estimate jump locations.

Methods for detecting jump discontinuities in $f^{(m-1)}$ for functions that are $C^{(m-2)}$ are presented in [3] and [27]. The restorations $f_m$ are, however, only approximations of piecewise polynomials and thus contain numerical noise and approximation errors. In order to avoid numerical instabilities when using such methods we use (2.12) and observe that $L^m_f m$ are sparse by design and are, therefore, well suited to detect jump discontinuities in $f_m^{(m-1)}$.

This procedure also results in false positives at contact points away from jump discontinuities. These can be reduced by applying the minmod limiter over the locations of the contact points of odd order restorations. Using the estimated locations of the jump discontinuities a variable order derivative $L^{m(x)}$ is constructed and used as regularization term (3.1) in a VOTV regularization. The process is described in Algorithm 2.

The use of HOTV regularization is illustrated for the signal (thin light, blue online) with jump located between grid points 19 and 20 in Figure 3.2(a). The blurred (dark) signal is obtained by blurring with the PSF $h$ given in Figure 2.1(a). Example solutions $f_m$, for $m = 1, 2, 3$ and 5 and their $m^{th}$ local difference operator using $L_i^m f_m$, are shown in panels (b)-(f), respectively, in which in each case the dashed (light, red online) line is the restored signal and the bold line is the $m^{th}$ order local difference operator. Solution $L_1^1 f_1$ shows several false positive jump locations close to and away from the jump due to the TV staircase effect. The second order solution $f_2$, panels (c) and (d), is piecewise linear and the two second order local difference operators, $L_1^2 f_2$ and $L_2^2 f_2$, do not correctly show the jump between points 19 and 20. On the other hand, the unbiased stencils, panels (e) and (f), correctly identify the location of the jump and the false positives are decreasing in size away from the true jump.
3.2. Signal restoration using VOTV. We observe that the nonzero values of \( L^m_i f_m \) become smaller with increasing \( m \). We use \( C_m \) in Algorithm 2 to compensate for this behavior. In addition \( C_m \) determines how much regularization is applied with respect to the order \( m \) by \( L_m \) and \( L_{m(x)} \). Alternatively we can consider an order dependent regularization parameter \( \lambda(m) \), where \( \lambda(m) = C_m \lambda(1) \). From the Taylor expansion of smooth signals we can expect to obtain reasonable results for \( C_m \approx m! \), but \( C_m \) also has an impact on the ability of \( L_m \) to penalize noise in non-smooth solutions. Because choosing such regularization parameters is still an open question we choose \( C_m \approx m! \) empirically which should lead to similar \( \lambda \) for all \( m \).

The minmod approximation of the jump function over all odd order unbiased stencils up to order \( m_{\text{max}} = 5 \), i.e. using \( L^1, L^3, L^5 \) for \( L \) in (2.5), is shown in panel (g) and the resulting approximation of \( f \) obtained using the SVPSF \( L^{m(x)} \) in panel (h). The restoration has a relative \( l^2 \) error of 0.0052 as compared to 0.1511 of the FOTV solution, but is of course still dependent on the choice of \( \lambda \).

Algorithm 2

(Regularization using linear higher-order edge detectors *)

1. Given a piecewise smooth blurred function sampled on a regular grid \( g_j := g(x_j) \), parameter \( \lambda \), odd maximal order \( m_{\text{max}} \), threshold \( \theta \) and weights \( C_1, \ldots, C_{m_{\text{max}}} \)
2. Compute matrices \( L^1, L^3, L^5, \ldots, L^{m_{\text{max}}} \) using (2.7)
3. Restore FOTV approximation \( f_1 \) using Reg(f) = \( \|L^1 \hat{f}\| \) in (2.1) and calculate residual \( \sigma = \text{Fid}_h(f_1, g) \)
4. Restore HOTV approximations \( f_m \) using (2.5) with \( L^m \) for \( L \)
5. Compute normalized minmod approximation of the common contact points \( \hat{f} = c \cdot \text{minmod}\{L^{m(x)}_i, \forall m\}, \) with \( c \) chosen such that \( \max_x \hat{f}(x) = 1 \)
6. Compute SVPSF matrix \( L^{m(x)} \) using jump locations given by \( J = \{ x : |f(x)| > \theta \} \)
7. Restore signal \( f_{m(x)} \) approximating \( \hat{f} \) using \( \text{diag}(C_{m(x)}) L^{m(x)} \) for \( L \) in (2.5)

3.3. Numerical Results. To solve (2.1) and (2.5) the CVX package for Matlab\textsuperscript{®} is used [17]. The computational cost of an HOTV solution is comparable to the cost of an FOTV solution. Hence to compute the VOTV solution one FOTV solution and \( (m_{\text{max}} - 1)/2 \) HOTV solutions have to be computed, each of which can be computed independently from each other, e.g. on multiple CPU cores. Because running time and memory consumption mainly depend on the method used, and because the field of minimization of SOCPs is highly dynamic, we do not provide absolute numbers for computation times.

Table 3.1 shows relative \( l^2 \) errors for restorations of the test function in Figure 2.1 with stencils up to order \( m = 5 \). In the different cases the test function is blurred by Gaussian (h1) and Out Of Focus (OOF) PSFs (h2) with various FWHMs. We add Gaussian white noise to the blurred signal with a relative noise level of \( |h|_2/\|g\|_2 \approx 10^{-5} \). An unregularized solution yields a relative error of a magnitude \( 10^{22} \).

The standard FOTV restoration is compared to two VOTV restorations, one using the estimated jump locations in Algorithm 2 (VOTV1) and one using the true jump locations (VOTV2). Results for different blurs and parameter choices \( \lambda \) are reported. The FOTV restoration is computed by solving (2.1), the VOTV1 restoration is computed using Algorithm 2, and the VOTV2 restoration by solving (2.5) where \( L^{m(x)} \) is constructed using the true jump locations and \( \sigma = \text{Fid}_h(f_1, g) \), i.e. the residual of the FOTV restoration.

In most cases our method results in a smaller relative \( l^2 \) error than the FOTV restoration for the same residual \( \sigma \). In cases where the error in VOTV2 is smaller then in VOTV1, jump locations are either under or over estimated, i.e. either false jump discontinuities are identified or true jump discontinuities are missed. Figure 3.3 shows case 6 in Table 3.1 in which VOTV1 misses the fourth jump resulting in some oscillations. Case 4 demonstrates that all jump discontinuities are eventually identified as the FWHM is reduced and less blurring is introduced into the problem. The same results hold for smaller values of \( \lambda \), see cases 1-3, and for higher resolutions, see cases 10-15. In addition to the lower \( l^2 \) error, the VOTV restoration also represents the smooth regions of the signal much better than FOTV in Figure 2.1. This is confirmed in Figure 3.3 which shows that the pointwise errors are reduced. Figure 3.3 also demonstrates that the sizes and locations of the jump discontinuities are preserved by the method in Algorithm 2.

Cases 7-9 demonstrate the case of out of focus blur\textsuperscript{5}. All jump discontinuities are identified correctly and the VOTV1 and VOTV2 restorations are identical. As in cases 1-6 the relative \( l^2 \) error is smaller in the

\textsuperscript{5}An out of focus blur may result in a two dimensional applications from a camera system that is out of focus. The corresponding PSF is constant on a disk and the one dimensional case is illustrated in Figure 3.4(a)
(a) Original \( f \), blurred \( g \)  
(b) \( f_1 \) and \( L^1 f_1 \)  
(c) \( f_2 \) and \( L_2^2 f_2 \)  
(d) \( f_2 \) and \( L_2^3 f_2 \)  
(e) \( f_3 \) and \( L_3^3 f_3 \)  
(f) \( f_5 \) and \( L_5^5 f_5 \)  
(g) minmod\( \{ L_{2p-1}^p f_{2p-1} \} \), \( p = 1, 2, 3 \) normalized to 1  
(h) \( f_{m(x)} \) and \( L_{m(x)}^m f_m \) restoration and jump function approximation.

4. Conclusions. We have presented a new method to adaptively choose the local orders of a VOTV regularization of piecewise smooth functions. The method combines edge detection using local difference operators and HOTV regularization. As compared to the use of the traditional FOTV regularization, our variable order linear regularization operator better restores piecewise smooth functions that are blurred by

VOTV case and the smooth regions are better represented than in the FOTV restoration as illustrated in Figure 3.4.
Fig. 3.3. Case 6 in Table 3.1: Restoration of the blurred test function in Figure 2.1 using Algorithm 2 with an $l^2$ error of .033 (a) and VOTV regularization with $L^{m(x)}$ obtained from the true jump locations with an $l^2$ error of .0069 (b). Panel (c) shows the jump function approximation obtained from the VOTV restoration (VOTV1) and panel (d) the pointwise errors in the FOTV as compared to the errors in VOTV1 and VOTV2.

<table>
<thead>
<tr>
<th>Nr.</th>
<th>PSF</th>
<th>N</th>
<th>$\lambda$</th>
<th>FWHM</th>
<th>FOTV</th>
<th>VOTV1 minmod</th>
<th>VOTV1 true jump function</th>
<th>VOTV2 minmod</th>
<th>VOTV2 true jump function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$h_1$</td>
<td>201</td>
<td>1.0e-05</td>
<td>3</td>
<td>0.00475</td>
<td>0.00017</td>
<td>0.00017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$h_1$</td>
<td>201</td>
<td>1.0e-05</td>
<td>5</td>
<td>0.02587</td>
<td>0.00794</td>
<td>0.00800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$h_1$</td>
<td>201</td>
<td>1.0e-05</td>
<td>9</td>
<td>0.04731</td>
<td>0.02591</td>
<td>0.00849</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$h_1$</td>
<td>201</td>
<td>1.0e-03</td>
<td>3</td>
<td>0.00852</td>
<td>0.00091</td>
<td>0.00091</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$h_1$</td>
<td>201</td>
<td>1.0e-03</td>
<td>5</td>
<td>0.03458</td>
<td>0.02923</td>
<td>0.00852</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$h_1$</td>
<td>201</td>
<td>1.0e-03</td>
<td>9</td>
<td>0.08307</td>
<td>0.03151</td>
<td>0.04782</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$h_2$</td>
<td>201</td>
<td>1.0e-05</td>
<td>12</td>
<td>0.00109</td>
<td>0.00017</td>
<td>0.00017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$h_2$</td>
<td>201</td>
<td>1.0e-05</td>
<td>12</td>
<td>0.01284</td>
<td>0.00575</td>
<td>0.00575</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$h_2$</td>
<td>201</td>
<td>1.0e-02</td>
<td>12</td>
<td>0.03416</td>
<td>0.02607</td>
<td>0.02644</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$h_1$</td>
<td>401</td>
<td>1.0e-05</td>
<td>5</td>
<td>0.01399</td>
<td>0.00103</td>
<td>0.00025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$h_1$</td>
<td>401</td>
<td>1.0e-05</td>
<td>11</td>
<td>0.03014</td>
<td>0.01375</td>
<td>0.000183</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$h_1$</td>
<td>401</td>
<td>1.0e-05</td>
<td>17</td>
<td>0.06179</td>
<td>0.06625</td>
<td>0.06763</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$h_1$</td>
<td>401</td>
<td>1.0e-03</td>
<td>5</td>
<td>0.01541</td>
<td>0.00099</td>
<td>0.00099</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$h_1$</td>
<td>401</td>
<td>1.0e-03</td>
<td>11</td>
<td>0.04246</td>
<td>0.04093</td>
<td>0.02925</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>$h_1$</td>
<td>401</td>
<td>1.0e-03</td>
<td>17</td>
<td>0.09186</td>
<td>0.11284</td>
<td>0.11798</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>$h_2$</td>
<td>401</td>
<td>1.0e-05</td>
<td>25</td>
<td>0.00159</td>
<td>0.00049</td>
<td>0.00049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>$h_2$</td>
<td>401</td>
<td>1.0e-05</td>
<td>25</td>
<td>0.01036</td>
<td>0.00583</td>
<td>0.00583</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>$h_2$</td>
<td>401</td>
<td>1.0e-02</td>
<td>25</td>
<td>0.03384</td>
<td>0.03037</td>
<td>0.02724</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1

Relative $l^2$ errors of the VOTV restoration with jump locations estimated from the minmod procedure described in Algorithm 2, in comparison to VOTV using the true locations of the jump discontinuities and FOTV. The effect of different choices of PSFs, in particular a Gaussian ($h_1$) and out of focus ($h_2$), with different choices of FWHM is shown.
either Gaussian or out of focus PSFs of varying widths. Concurrently, an approximation of the jump function which reveals the locations of the jump discontinuities in the underlying true signal is obtained. Numerical results show that such high order methods are particularly useful in cases where only limited resolution is available for the restoration of small features in the signal.

The method, based on FOTV, replaces the linear first order difference operator used in FOTV by a variable order difference operator with increasing order away from jump discontinuity locations. We use the
contact point locations of polynomial segments from HOTV regularized restorations to estimate the jump discontinuity locations from the blurred data. All stages in the procedure can be posed as SOCPs and can, therefore, be solved using standard SOCP solvers.

Because the underlying edge detection method has also been very successfully applied to two dimensional signals, the logical next step is to extend the given method for two dimensional signal restoration. This could be of value when the method is used in applications such as restoring Positron Emission Tomography (PET) scans that are, after reconstruction from the collected data, blurry images with moderate to low resolution.
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Appendix A. To gain understanding of the observation from the examples in Section 3 that the contact points of even order restorations can not be used to identify jump discontinuities, we consider the approximation of a Heaviside step function with two polynomial segments of order $N$ on the domain $[-1, 1]$ and one contact point at $x = \xi \in [0, 1)$,

$$p_1(x) = \sum_{k=0}^{N} a_k x^k, \quad p_2(x) = \sum_{k=0}^{N} b_k x^k.$$

For given $\xi$ we seek to minimize

$$I(\xi) = \int_{-1}^{0} (p_1(x))^2 dx + \int_{0}^{\xi} (p_1(x) - 1)^2 dx + \int_{\xi}^{1} (p_2(x) - 1)^2 dx$$

(A.1)

with respect to $a_k$ and $b_k$, subject to the constraint conditions

$$p_1^{(p)}(\xi) = p_2^{(p)}(\xi) \quad \text{for} \quad p = 0 \ldots N - 1. \quad (A.2)$$

We rewrite (A.1) and (A.2) in matrix-vector form,

$$\min_c I_N(\xi) = \frac{1}{2} c^T \Theta(\xi) c - \beta(\xi)^T c \quad \text{subject to} \quad \Upsilon(\xi) c = 0, \quad \text{(A.3)}$$

where $c = [a \ b]^T \in \mathbb{R}^{2(N+1)}$, $\Theta(\xi) \in \mathbb{R}^{2(N+1) \times 2(N+1)}$, $\beta(\xi) \in \mathbb{R}^{2(N+1)}$ and $\Upsilon(\xi) \in \mathbb{R}^{N \times 2(N+1)}$, and are given by

$$\Theta(\xi) = \begin{pmatrix} \Theta_a(\xi) & 0 \\ 0 & \Theta_b(\xi) \end{pmatrix}, \quad \beta(\xi) = \begin{pmatrix} \beta_a(\xi) \\ \beta_b(\xi) \end{pmatrix}, \quad \Upsilon(\xi) = \begin{pmatrix} \Upsilon_a(\xi) \\ -\Upsilon_a(\xi) \end{pmatrix}$$

with

$$\Theta_a(\xi)_{i1,j} = \frac{\xi^{i+j-1}(-\xi)^{i+j-1}}{i_1 + j - 1}, \quad \Theta_b(\xi)_{i1,j} = \frac{1-\xi^{i+j-1}}{i_1 + j - 1}$$

$$\beta_a(\xi)_{i1} = \xi_i^j, \quad \beta_b(\xi)_{i1} = \frac{1-\xi_i^j}{i_1}$$

$$\Upsilon_a(\xi)_{i2,j} = \begin{cases} \frac{(j-1)!}{(j-i_2)!} \xi_i^{j-i_2} & \text{if } i_2 \leq j \\ 0 & \text{otherwise} \end{cases}.$$ 

where $0! = 1$, $\xi^0 = 1$, $i_1, j = 1, \ldots, N+1$ and $i_2 = 1, \ldots, N$. Using Lagrange multipliers, collected in $\Lambda \in \mathbb{R}^N$, the solution of (A.3) can be found by obtaining the solution of the linear system of equations

$$\begin{pmatrix} \Theta(\xi) & \Upsilon(\xi)^T \\ \Upsilon(\xi) & 0 \end{pmatrix} \begin{pmatrix} c \\ \Lambda \end{pmatrix} = \begin{pmatrix} \beta(\xi) \\ 0 \end{pmatrix}. \quad (A.4)$$
The coefficient vector $c$ is explicitly given using the block matrix formulation (A.4) as

$$c(\xi) = (\Theta^{-1}(\xi) + \Theta^{-1}(\xi)Y(\xi)S^{-1}_aY(\xi)\Theta^{-1}(\xi))\beta(\xi),$$  \hspace{1cm} (A.5)

where $S_a := -Y(\xi)\Theta^{-1}(\xi)Y(\xi)^T$ is the Schur complement of $\Theta(\xi)$, see [15, 10]. The inverses of $\Theta(\xi)$ and $S_a(\xi)$ can be computed using Gauss elimination, resulting in a rational function $I_N(\xi)$ in (A.3), e.g. for $N = 1$

$$I_1(\xi) = -\frac{7 + 21\xi + 24\xi^2 + 4\xi^3}{16(1 + \xi^3)},$$

which has a minimum at $\xi = 1/2$. In other words the contact point between the line segments has to be placed at $\xi = 1/2$ to minimize the $\mathcal{L}^2$-fit of two line segments with continuous contact condition. In particular the location of the contact point cannot be used to determine the location of the jump in the original step function.

A necessary condition for $\xi = 0$ being the best contact point is, obviously, that $I_N(\xi)$ is increasing at $\xi = 0$. We therefore consider the Taylor expansions of $I_N(\xi)$ for different $N$:

- $N = 1$:
  $$I_1(\xi) = -\frac{7}{16} - \frac{3\xi^2}{16} + O(\xi)^3$$

- $N = 2$:
  $$I_2(\xi) = -\frac{17}{36} + \frac{35\xi^2}{144} + O(\xi)^3$$

- $N = 3$:
  $$I_3(\xi) = -\frac{119}{256} - \frac{7\xi^2}{256} + O(\xi)^3$$

- $N = 4$:
  $$I_4(\xi) = -\frac{191}{400} + \frac{351\xi^2}{6400} + O(\xi)^3$$

To second order, $I_2$ and $I_4$ are minimum at $\xi = 0$, while $I_1$ and $I_3$ are not. The presented analysis provides some support for the following claims:

1. For even order approximations the smallest error is obtained by choosing $\xi = 0$.
2. For odd order approximations the smallest error is obtained by choosing $\xi > 0$.
3. Together these results support our use in Section 3 of only the odd polynomials for the identification of the locations of the jump discontinuities from the contact points of the polynomial segments.

There is clearly the need for a more elaborate analysis of this subject. This is, however, beyond the scope of this experimental paper.

**Appendix B.**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD</td>
<td>Finite Difference</td>
</tr>
<tr>
<td>FOTV</td>
<td>First Order Total Variation</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>HOTV</td>
<td>Higher Order Total Variation</td>
</tr>
<tr>
<td>LS</td>
<td>Least Squares</td>
</tr>
<tr>
<td>OOF</td>
<td>Out Of Focus</td>
</tr>
<tr>
<td>PET</td>
<td>Positron Emission Tomography</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>PSF</td>
<td>Point Spread Function</td>
</tr>
<tr>
<td>KKT</td>
<td>Karush-Kuhn-Tucker</td>
</tr>
<tr>
<td>SIPSF</td>
<td>Spatially Invariant Point Spread Function</td>
</tr>
</tbody>
</table>
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